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1 Qwqrck mtcptgcu 

The PowerEdge FX2 is a 2U hybrid rack- based computing platform that combines the density and efficiencies 

of blades with the simplicity and cost benefits of rack - based systems. With an innovative modular design that 

accommodates IT resource building blocks of various sizes Ɖ compute, storage , networking and management 

Ɖ the FX2 enables data centers to construct their infrastructures with greater flexibility.  

Flexible configurations, more choice  

The foundation of the FX architecture is a 2U rack enclosure Ɖ the Dell PowerEdge FX2 Ɖ that can 

accommodate various sized resource blocks of servers or storage. Resource blocks slide into the chassis, like a 

blade server node, and connect to the shared infrastructure through a flexible I/O fabric. Currently, FX 

architecture components include the follo wing server nodes and storage block : 

¶ PowerEdge FM120x4: umpjbƋq dgpqr clrcpnpgqc- class microserver  

¶ PowerEdge FC430: ultimate in shared infrastructure density  

¶ PowerEdge FC630: shared infrastructure workhorse  

¶ PowerEdge FD332: ultimate dense direct - attached storage with unprecedented flexibility  
¶  

There are two versions of the FX2 chassis Ɖ _ ƍqugrafcbƎ amldgesp_rgml* rfc NmucpCbec DV0q* qupports up to 

eight low - profile PCI Express
®
 (PCIe) 1,. cvn_lqgml qjmrq* _lb rfc ƍslqugrafcbƎ DV0 amldgesp_rgml* _ jmucp-

cost alternative that does not offer expansion slots. The FX2 enclosure also offers I/O modules to several  I/O 

aggregators that can simplify cabling, improve East/West tra ffic wit hin the server, and enable LAN/ SAN 

convergence Ɖ reducing cost and complexity.  

The efficiencies of shared infrastructure  

The FX2 enclosure enables servers and storage to share power, cooling, management and networking. It 

houses redundant power supply units ( 2000W, 1600W or 1100W) and eight cooling fans. With a compact 

highly flexi ble design, the FX2 chassis lets you simply and efficiently add resources to your infrastructure when 

and where you need them, so you can let demand and budget determine your level of investment.  

Innovative management with intelligent automation  

The Dell OpenManage systems management portfolio simplifies and automates server lifecycle management 

Ɖ k_igle GR mncp_rgmlq kmpc cddgagclr _lb Bcjj qcptcpq rfc kmqr npmbsargtc* pcjg_`jc _lb amqr cddcargtc, BcjjƋq 

agent- free integrated Dell Remote Access Controller (iDRAC) with Lifecycle Controller makes server 

deployment, configuration and updates automated and efficient. Using Chassis Management Controller 

&AKA'* _l ck`cbbcb amknmlclr rf_r gq n_pr md ctcpw DV0 af_qqgq* wmsƋjj f_tc rfc afmgac md k_l_egle qcptcp 

nodes individually or collectively via a browser - based interface. OpenManage Essentials provides enterprise -

level monitoring and control of Dell and third - party data center hardware, and works with OpenManage 

Mobile to provide similar information on smart phon es. OpenManage Essentials now also delivers server 

configuration management capabilities that automate bare - metal server and OS deployments, replication of 

configurations, and ensures ongoing compliance  with set system configurations.  
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New technologies  

Table 1 lists new technologies for the  PowerEdge FX architecture.  

 New technologies  Table 1.

New technologies  Detailed description s 

Intel
®
 Xeon

®
 processor  

E5-2600 v3 product family  

This new family of Intel processors has embedded PCIe la nes for 

improved I/O performance. See the Processor section for details.  

Intel C610 series chipset  
The Intel Platform Controller Hub (PCH) chip is implement ed on the 

FC630 and FC430 server nodes. 

2133MT/s DDR4 me mory  
Certain models of the Intel Xeon E5 - 2600 v3 processors support 

2133MT/s memory . See the Memory  section for details.  

LRDIMM 

This memory option, load reduced DIMM (LRDIMM), is designed with a 

buffer chip (or ch ips) to replace the register to help minimize loading. 

LRDIMMs can increase overall server system memory capacity and speed. 

See the Memory  section for more information.  

Next -generation PERC 
options  

The FX archite cture  supports new PERC controller cards with improved 

functionality and faster performance. See the Storage section for details.  

PERC S130 software RAID 
solution  

This new software RAID solution supports RAID 0, 1 , 5, and 10, and 

supports a maximum of eight  hot - plug SATA hard drives or SATA solid-

state drives (SSDs). See the Storage section for details.  

Express Flash drives 

Dell Express Flash PCIe solid- state drives provid e fast performance 

without requiring processor r esources or capturing DRAM. FX server 

nodes support  Express Flash drives. See the Storage section for details.  

iDRAC8 with Lifecycle 
Controller  

The new embedded syst em management solution for Dell servers 

features hardware and firmware inventory and alerting, in - depth memory  

alerting, faster performance, dedicated gigabit port and more features.  

Dell OpenManage systems m anagement  section for complete details.   

Advanced power 
management  

The FX architecture  supports advanced power monitoring and power 

capping tools that can help manage power consumption. See the Power, 

thermal and acoustics  section for details.  

Dell Fresh Air  

Dell has tested and validated select Dell PowerEdge 13
th

 generation 

servers that operate at higher temperatures enabling you to reduce your 

hours of economization or even go chiller - less. See the Power, thermal 

and acoustics  section for details . 

Failsafe hypervisors  
The internal dual SD module is a m odular fail - safe design dedicated for 

an embedded ESX hypervisor or other embedded operating system.  
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2 Qwqrck dc_rspcq 

The PowerEdge FX architecture is a revolutionary design and  new offering for Dell. There are no comparable 

products in the current Dell portfolio. That being said, Dell does have other converged infrastructure chassis 

offerings in the PowerEdge portfolio Ɖ namely, the PowerEdge M1000e and PowerEdge VRTX, though the 

FX2 is not a blade chassis.  

Comparison of PowerEdge systems  

Table 2 compares the varying features of the  PowerEdge FX2 enclosure , PowerEdge VRTX and PowerEdge 

M1000e  blade enclosure . 

 Comparison of PowerEdge FX, M1000e and VRTX  Table 2.

Specification  PowerEdge FX2  PowerEdge M1000e  PowerEdge VRTX 

Form factor  2U rack chassis 10U rack chassis 
Standalone tower/ 5U 

rack 

Server node options  

FC630 (up to 4) 

FC430 (up to 8) 

FM120x4 (up to 4) 

(up to 32)  

PowerEdge M420, 

M520, M620, M820, 

M630, M830  

(up to 4)  

PowerEdge M520, 

M620, M820, M630, 

M830  

Storage  FD332 (up to 3) 

EqualLogic PS- M4110 

Blade Array option  

(storage can be shared) 

Up to 12 x 1,3Ǝ Q?Q 

HDDs/SSDs or up to 25 

x 0,3Ǝ Q?Q FBBq-QQBs 

(storage can be shared) 

PCI slots  

8 PCIe low- profile  slots 

(supporting Ethernet, 

Fibre Channel, SAS HBA, 

PERC external) 

6 IOMs (supporting 

Ethernet, Fibre Channel, 

Mellanox Infiniband)  

8 PCIe slots (supporting 

Ethernet, Fibre Channel, 

GPU, SAS HBA, PERC 

external) 

I/O m odule (IOM)  

2 pass- through  IOMs 

(1Gb or 10Gb)  

3 different FN IOA 

Modules (see the  

PowerEdge FN I/O 

Aggregators  section for 

detailed information)  

6 IOMs (supporting 

Ethernet, Fibre Channel, 

Mellanox Infiniband)  

 

Power supplies  

2 x 2000W, 1600W PSU 

(FC430, FC630) 

Up to 2  x 1100W PSU 

(FM120x4) 

Up to 6  x 3000W PSUs 

(PSU and AC redundant 

options)  

Up to 4 x 1100W PSUs 

(PSU and AC redundant 

options)  



 

9    PowerEdge FX Architecture Technical Guide  

Specification  PowerEdge FX2  PowerEdge M1000e  PowerEdge VRTX 

Systems 

management  

1 CMC 

iDRAC8 

1 or 2 CMC 1 or 2 CMC 

 

Specifications 

Table 3 summarizes the product features for the PowerEdge FX2 chassis, FM120x 4, FC430 and FC630 server 

nodes and FD332 storage block. For the latest information on supported features for the PowerEdge FX, visit 

Dell.com/PowerEdge . 

 PowerEdge FX architecture t echnical specifications  Table 3.

Feature  FX2 FM120x4  FC430 FC630 FD332 

Form factor  

2U 

chassis  

in height  

Half- width: up to   

4 FM120 per FX2 

chassis 

Quarter - width: up to 

8 FC430 per FX2 

chassis 

Half- width: up to 4 

FC630 per FX2 

chassis 

Half- width: up to 

16 x SFF 0,3Ǝ 

storage devices; 

Up to 3 FD332 per 

FX2 chassis  

Processors N/A 

4 x Intel
®
 Atomƙ 

processor C2000 

product family  

Intel Xeon processor 

E5- 2600 v3 pr oduct 

family  

Intel Xeon p roc essor 

E5- 2600 v3 product 

family  

  N/A 

Processor 
sockets  

N/A 1 2 2   N/A 

Cache N/A  

2.5MB per core ;  

core options: 4, 6, 8, 

10, 12, 14 

2.5MB per core ; 

core options: 4, 6, 8, 

10, 12, 16, 18 

  N/A 

Chipset  N/A SoC Intel C610 series Intel C610 series   N/ A 

Memory
1
 N/A 

2 x DIMMs DDR3 

memory per SOC, 

UDIMM only, 8 per 

sled 

 

Up to 256GB  

(8 DIMM slots): 

4GB/8 GB/16GB/32G

B DDR4 up to 

2133MT/s 

 

Up to 768GB  

(24 DIMM slots): 

4GB/8GB/16GB/32G

B DDR4 up to 

2133MT/s 

N/A 

PCIe slots  

 

FX2s: 

Up to  

8 PCIe 

3.0 slots 

N/A 
Access to 1 x PCIe 

3.0 slot  

Access to 2 x PCIe 

3.0 slots 
N/A 

http://www.dell.com/poweredge
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Feature  FX2 FM120x4  FC430 FC630 FD332 

RAID 
controller  

N/A 
PERC S110 (SW 

RAID) 

Internal controllers: 

PERC S130 (SW RAID) 

PERC S130 (SW 

RAID), 

PERC H330 

PERC H730 

PERC H730P 

FD33xS (Single 

PERC),  

FD33xD (Dual 

PERC) 

Storage  N/A 

1 x 2.5" SATA 

HDD/SSD or 

2 x 1.8" uSATA SSD 

per Intel Atom 

processor  

Sn rm 0 v /,6Ǝ sQ?R? 

SSDs 

PowerEdge Express 

Flash NVMe PCIe 

SSD, SATA HDD/SSD 

or SAS HDD/SSD; 

Sn rm 6 v /,6Ǝ QQB mp 

0 v 0,3Ǝ 

SATA HDD/SSD or 

SAS HDD/SSD; 

Up to 16 x SFF 

storage devices 

per FD332 

Power  
supply   

2000W AC, 1600W or 1100W AC power supplies in 1+1 redundant, redundancy alerting only, 

2+0 non - redundant configurations.  

Systems 
management  

¶ FX uses CMC to manage all resources (server nodes and s hared infrastructure) in a single 

web console  

¶ OpenManage portfolio for FX supports local and remote management, consistent with 

other PowerEdge products  

¶ CMC and iDRAC are available with either Enterprise or Express licensing to best suit 

specific managemen t needs 

¶ Server nodes each contain proven iDRAC with Lifecycle Controller for agent - free, 

automated systems management  

Operating 
systems 

N/A 

¶ Microsoft
®
 Windows Server

®
 2008 R2 SP1 (includes 

Hyper- V
®
) 

¶ Microsoft Windows Server 2012  

¶ Microsoft Windows Server 2 012 R2 (includes Hyper- V) 

¶ Novell
®
 SUSE

®
 Linux Enterprise Server  

¶ Red Hat
®
 Enterprise Linux

®
 

   N/A 

1
GB means 1 billion bytes and TB equals 1 trillion bytes; actual capacity varies with preloaded material and operating 

environment and will be less.  



 

11    PowerEdge FX Architecture Technical Guide  

3 Af_qqgq tgcuq _lb dc_rspcq  

Depending on system configuration, the FX2/FX2s chassis can include up to four half - width server nodes or 

eight quarter - width server nodes. Each server node has standard PCIe slots and direct - attached storage, 

rather than a blade system with mezzanine cards attached to SANs. To function as a system, a server node is 

inserted into an FX2 enclosure , which  supports power supplies, fan modules, a Chassis Management 

Controller (CMC) module, and two I/O modules for external network connectivi ty. The power supplies, fans, 

CMC, KVM panel, and I/O modules are shared resources of the server nodes in the PowerEdge FX2 enclosure.   

Note: The PowerEdge FM120x4 does not have connection to any PCIe slots and the FX2 chassis will not have 

PCIe slots available.  

Two power supplies provide system power and are attached through a Power Interface Board (PIB) to the 

server midplane. Up to 8 sleds are cooled by 8 hot pluggable fans.  

KVM features 

Local KVM access can be remotely disabled on a per server basis, u sing the iDRAC interface. The KVM provides 

access to the servers. One server can be accessed at a time using the select button  

¶ VGA connectorƉThe KVM supports one video display resolution range from 640 × 480 at 60Hz up to 

1280 × 1024 × 65,000 colors (non - interlaced) at 75Hz  

¶ USBƉOne port for USB keyboard or mouse  

 

Table 4 lists required and optional chassis components for FX2 and FX2s chassis configurations. The base 

configuration is the minimum set to have a functional chassis.  Optional components may be installed at the 

factory or at the c ustomer site, except as noted. The FX2s configuration does not support FM120x4.  The FX2 

enclosure is 2U in height and targeted for a 1000mm rack.  

For additional information on the FX2 chassis features, see the Bcjj NmucpCbec DV MulcpƋq K_ls_j on 

Dell.com/Support/Manuals . 

 FX2/FX2s chassis components  Table 4.

Feature  FX2s 4-bay FX2s 6-bay FX2s 8-bay FX2 

Server node  Up to 4 FC630  

2 x FC430 required 

in chassis  

Up to 2 x FC630 or  

Up to 2 x  FD332 

Up to 8 FC430  

Up to 4 x FM120x4 

4 x FC630 

8 x FC430 

Sled blanks  Up to 3  

Up to 4     

(2 x quarter- width 

and 2 x half- width 

can be blank ) 

Up to 7  Up to 3  

Midplane  1 1 1 1 

PCIe switch 

board  
1 

0 
1 0 

http://support.dell.com/manuals
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Feature  FX2s 4-bay FX2s 6-bay FX2s 8-bay FX2 

Fan only board  0 0 0 1 

PCIe modules 

x8 
8 

8 
8 0 

CMC 1 1 1 1 

1GbE IOM  Up to 2  Up to 2  Up to 2  Up to 2  

10GbE IOM Up to 2  Up to 2  Up to 2  Up to 2  

IOA IOM  Up to 2  Up to 2  Up to 2  Up to 2  

Right ear 

(VGA/USB) 
1 

1 
1 1 

Power button,  

LED Indicators  
1 

1 
1 1 

Power 

distribution 

board  

1 

1 

1 1 

Power supplies  
2 x 2000W or 

1600W 

2 x 2000W or 

1600W 
2 x 2000W or 

1600W 

2 1100W (FM120x4) 

2 2000W/1600W 

(FC430 and FC630) 

Fans 8 8 8 8 

 

Chassis views  

 Front panel features and indicators Ɖ PowerEdge FX2/FX2s Figure 1.

 

Feature  Description  

1 
System identification 
button  

Identification buttons on the front and back panels can be used to locate a 

particular system within a rack. When a button is pressed, the  system status 

indicator flashes until one of the b uttons is pressed again. 
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Feature  Description  

2 Power button  
The power - on indicator lights when the enclosure power is on. The power 

button controls the power supply output to the system.  

3 Diagnostic indicators  
The diagnostic indicators on the system front panel display err or status 

during system startup.  

4 KVM select button  

¶ Allows you to select between sleds  

¶ Local KVM access can be remotely disabled on the enclosure, using the 

CMC interface   

5 Server node s 
PowerEdge FX2 enclosure supports up to eight quarter - width sleds or four 

half- width sleds.  

6 Video connector  Allows a monitor to be connected to the system.  

7 USB connector  Allows a keyboard or mouse to be connected to the system.  

 

Back panel view and features 

 FX2s back panel features (FC630)  Figure 2.

 

Feature  Description  

1 Serial connector  DB- 9 serial connector for CMC configuration  

2 GbE connector (Gb1)  Connects network cable from the management system to CMC  

3 GbE connector 
(stack/Gb2)  

Used for daisy- chainin g CMCs in separate enclosures (can also be used for 

CMC NIC failover) 

4 PCIe expansion slots  Allows you to connect up to eight low - profile PCIe expansion cards  

5 Power supply (PSU1) 1100W, 1600W, 2000W AC 

6 Power supply (PSU2)  1100W, 1600W, 2000W AC 

7 I/O module (2)  Allows you to connect up to two I/O modules  

8 I/ O module ports  Network interface for I/O modules  (figure shows 1Gb pass- through)  

9 I/O module indicators  Indicates I/O activity  
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 FX2 back panel features  with n o PCIe slots  (FM120x4, FC630) Figure 3.

 

Feature  Description  

1 Serial connector  DB- 9 serial connector for CMC configuration  

2 GbE connector (Gb1)  Connects network cable from the management system to CMC  

3 GbE connector 
(stack/Gb2)  

Used for daisy- chainin g CMCs in separate enclosures (can also be used for  

CMC NIC failover)  

4 PCIe expansion slots  No- PCIe options (shows filler panel)  

5 Power supply (PSU1) 1100W, 1600W, 2000W AC (FM120x4 1100W PSU only) 

6 Power supply (PSU2)  1100W, 1600W, 2000W AC (FM120x4 1100W PSU only) 

7 I/O module (2)  Allows you to connect up to two I/O modules  

8 I/O module ports  Network interface for I/O modules  (figure shows 1Gb pass- through)  

9 I/O module indicators  Two indicators for  Status and Power 
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Internal chassis view 

 FX2 internal chassis v iew  Figure 4.

 

  
 

In the PowerEdge FX2s enclosure configurations that support storage sleds mapped to compute sleds, the 

PCIe slots are mapped to the compute sleds in the following manner:  

¶ Four- bay chassis with two half - width compute sleds Ɖ each half - width compute sled is mapped to four 

PCIe slots. 

¶ Four- bay chassis with one half - width compute sl ed Ɖ the half - width compute sled is mapped to eight 

PCIe slots. 

¶ Three- bay chassis with one full - width compute sled Ɖ the full - width compute sled is mapped to eight 

PCIe slots. 

¶ Six- bay chassis with four quarter - width compute sleds Ɖ each quarter - width compu te sled is mapped to 

two PCIe slots  

 

 

 

Midplane

e 

Fans (8) 

PSU (2)) 
PCIe module (8)  

CMC module  
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Quick Resource Locator  

The QRL is a model- specific Quick Response code located inside the server chassis as shown in Figure 5.  

 QRL code inside chassis  Figure 5.

 

Use a smartphone to access the Del l QRL app to learn more about the server:  

¶ View step- by- step videos, including overviews of system internals and externals, as well as detailed, 
concise, task- oriented videos and installation wizards  

¶ Jma_rc pcdcpclac k_rcpg_jq* glajsbgle qc_paf_`jc mulcpƋq manual content, LCD diagnostics, and an 
electrical overview  

¶ Look up your service tag so you can quickly gain access to your specific hardware configuration info and 
warranty information  

¶ Contact Dell directly (by link) to get in touch with technical support  and sales teams and provide feedback 
to Dell  

These codes provide an easy way to retrieve the critical support information you need when you need it, 

making you more efficient and effective in managing your hardware.  
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Security features 

The latest generati on of PowerEdge servers has the features listed in Table 5 to help ensure the security of 

your data center.  

 Security features  Table 5.

Security feature  Description  

Cover latch   A tooled latch is integrated in the top cover to secure it  to the rack chassis.  

TPM 

The Trusted Platform Module (TPM) is used to generate/store keys, 

protect/authenticate passwords, and create/store digital certificates. It also 

supports the Intel Xeon TXT functionality. TPM can also be used to enable the 

BitLocicpƙ f_pb bpgtc clapwnrgml dc_rspc gl Uglbmuq Qcptcp 0..6, RNK /,0 gq 

supported. No TPM version is available for China or Russia.  

Power -off security  BIOS has the ability to disable the power button function.  

Secure mode  

BIOS has the ability to enter a secure boot mode through system setup. This 

mode includes the option to lock out the power and NMI switches on the 

control panel or set up a system password.  
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Processor features 

The Intel Xeon processor E5-2600 v3  product family not  only adds new features, but also improves 

upon many features of  the predecessor Intel Xeon processor E5- 2600 v2 product family,  including: 

 

¶ Up to 18 cores and 36 threads per socket  

¶ 46- bit physical addressing and 48 - bit virtual addressing  

¶ 1GB large page support 

¶ 32KB instruction and 32KB data first - level cache (L1) for each core  

¶ 256KB shared instruction/data mid - level cache (L2) for each core  

¶ Up to 24 DIMMs per two - socket server to support multiple data - hungry VMs 

¶ Two QPI links up to  9.6GT/s 

¶ Four DMI2 lanes 

¶ 40 PCIe 3.0 links capable of 8.0 GT/s 

¶ Intel Turbo Boost Technology takes advantage of power and thermal headroom to increase processor 

frequencies for diverse workloads  

¶ Intel AVX2 accelerates floating point and integer computations with support for 256 - bit vectors  

¶ No ter mination required for non - populated CPU  

¶ Integrated 4 - channel DDR4 memory controller. (Not all processors support 2133MT/s memory.)  

¶ 64 byte cache line size  

¶ Execute Disable Bit 

¶ Support for CPU Turbo Mode  

¶ Increases CPU frequency if operating below thermal, p ower, and current limits  

¶ Streaming SIMD (Single Instruction, Multiple Data) Intel Advanced Vector Extensions (Intel AVX)  

¶ Intel 64 Technology  

¶ Intel VT- x and VT- d Technology for virtualization support  

¶ Enhanced Intel SpeedStep Technology  

¶ Demand- based switchin g for active CPU power management as well as support for ACPI P - States, C-

States, and T- States 

¶ Intel Secure Key provides high - quality security keys  

 

Supported processors  

The FC630 server node supports up to 2 processors with up to 18 cores per processor.  The FC430 server 

node supports up to 2 processors with up to 14 cores per processor.  Table 6 lists the processors supported by 

the PowerEdge FC630. Table 7 lists the processors supported by the Power Edge FC430. For the latest 

information on supported processors, visit Dell.com/PowerEdge . 

http://www.dell.com/poweredge
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 FC630 supported processors  Table 6.

Model  Speed TDP Cache Cores QPI Turbo  

E5-2603 v3  1.6GHz 85W 15M 6 6.4GT/s No 

E5-2609 v3  1.9GHz 85W 15M 6 6.4GT/s No 

E5-2620 v3  2.4GHz 85W 15M 6 8.0GT/s Yes 

E5-2623 v3  3.0GHz 105W 10M 4 8.0GT/s Yes 

E5-2630 v3  2.4GHz 85W 20M 8 8.0GT/s Yes 

E5-2630L v3  1.8GHz 55W 20M 8 8.0GT/s Yes 

E5-2637 v3 3.5GHz 135W 15M 4 9.6GT/s Yes 

E5-2640 v3  2.6GHz 90W 20M 8 8.0GT/s Yes 

E5-2643 v3  3.4GHz 135W 20M 6 9.6GT/s Yes 

E5-2650 v3  2.3GHz 105W 25M 10 9.6GT/s Yes 

E5-2650L v3  1.8GHz 65W 30M 12 9.6GT/s Yes 

E5-2660 v3  2.6GHz 105W 25M 10 9.6GT/s Yes 

E5-2667 v3  3.2GHz 135W 20M 8 9.6GT/s Yes 

E5-2670 v3  2.3GHz 120W 30M 12 9.6GT/s Yes 

E5-2680 v3  2.5GHz 120W 30M 12 9.6GT/s Yes 

E5-2683 v3  2.0GHz 120W 35M 14 9.6GT/s Yes 

E5-2690 v3  2.6GHz 135W 30M 12 9.6GT/s Yes 

E5-2695 v3  2.3GHz 120W 28M 14 9.6GT/s Yes 

E5-2697 v3  2.6GHz 145W 35M 14 9.6GT/s Yes 

E5-2698 v3  2.3GHz 135W 40M 16 9.6GT/s Yes 

E5-2699 v3  2.3GHz 145W 45M 18 9.6GT/s Yes 

 

 FC430 supported processors  Table 7.

Model  Speed TDP Cache Cores QPI Turbo  

E5-2603 v3  1.6GHz 85W 15M 6 6.4GT/s No 

E5-2609 v3  1.9GHz 85W 15M 6 6.4GT/s No 

E5-2620 v3  2.4GHz 85W 15M 6 8.0GT/s Yes 

E5-2623 v3  3.0GHz 105W 10M 4 8.0GT/s Yes 
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Model  Speed TDP Cache Cores QPI Turbo  

E5-2630 v3  2.4GHz 85W 20M 8 8.0GT/s Yes 

E5-2630L v3  1.8GHz 55W 20M 8 8.0GT/s Yes 

E5-2640 v3  2.6GHz 90W 20M 8 8.0GT/s Yes 

E5-2650 v3  2.3GHz 105W 25M 10 9.6GT/s Yes 

E5-2650L v3  1.8GHz 65W 30M 12 9.6GT/s Yes 

E5-2660 v3  2.6GHz 105W 25M 10 9.6GT/s Yes 

E5-2670 v3  2.3GHz 120W 30M 12 9.6GT/s Yes 

E5-2680 v3  2.5GHz 120W 30M 12 9.6GT/s Yes 

E5-2683 v3  2.0GHz 120W 35M 14 9.6GT/s Yes 

E5-2695 v3  2.3GHz 120W 28M 14 9.6GT/s Yes 

For information on processor installation a nd configuration, see the Bcjj NmucpCbec DV ?pafgrcarspc MulcpƋq 

Manual on Dell.com/Support/Manuals .  

Chipset 

The Intel C610 chipset is implemented on the PowerEdge FC 430 and FC630. For more information, visit 

Intel.com . 

The PowerEdge FM120x4 microserver feature s the low - power Intel  Atom  C2000 processor and ultra - dense 

System- on- a- Chip (SoC) design. See the PowerEdge FM120x4 section for more details.  

http://support.dell.com/manuals
http://www.intel.com/
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More memory options are available than eve r before with the PowerEdge FX a rchitecture Ɖ greater capacities, 

higher frequencies and more flexibility. The FC430 supports up to 256GB of memory and speeds up to 

2133MT/s. The FC630 supports up to 768GB of memory and speeds up to 2133MT/s, providing high 

performance in a variety of applications. Not all processors support 2133MT/s memory speed. High memory 

density means there is no compromise when it comes to vi rtualization.  

Glapc_qc wmsp snrgkc _lb pcbsac b_r_ jmqq bsc rm BcjjƋq dmasq ml pcjg_`gjgrw* _t_gj_`gjgrw* _lb qcptgac_`gjgrw &P?Q' 

features. RAS aids in the rapid and accurate diagnosis of faults which require service, increasing your memory 

reliability. System uptime is reinforced with RAS features like memory mirroring, sparing, and many others.  

The FC630 supports both registered and load reduced DIMMs (LRDIMMs), which use a buffer to reduce 

memory loading and provide greater density, allowing for the max imum platform memory capacity.  The 

FC430 supports both registered DIMMs (RDIMMs).  Unbuffered DIMMs (UDIMMs) are only supported on the 

FM120x4. 

Supported memory  

Table 8 lists the memory technologies supported by the FC630 (RDIMM or LRDIMM) and FC430 (RDIMM). 

 Memory technologies supported  Table 8.

Feature  RDIMM LRDIMM 

Register  Yes Yes 

Buffer  No Yes 

Frequencies  Up to 2133MT/s  Up to 2133MT/s  

Ranks supported  Single or dual rank  Quad rank  

Capacity per DIMM   4, 8, 16, or 32GB 32GB 

Maximu m DIMMS per channel  3 3 

DRAM technology  x4 or x8  x4 

Temperature sensor  Yes Yes 

Error Correction Code (ECC)  Yes Yes 

SDDC Yes Yes 

Address parity  Yes Yes 
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Table 9 lists DIMMs supported by the FC630. Table 10 lists the DIMMs supported by the FC430. For the latest 

information on supported memory, visit  PowerEdge memory  on Dell.com . 

 DIMM s supported Ɖ PowerEdge  FC630 Table 9.

Capacity 
(GB) 

Speed 
(MT/s) 

Type Ranks per 
DIMM  

Data 
width  

SDDC support  Voltage  

4 2133 RDIMM 1 x8 Advanced ECC 1.2 

8 2133 RDIMM 2 x8 Advanced ECC 1.2 

16 2133 RDIMM 2 x4 All modes 1.2 

32 2133 LRDIMM 4 x4 All modes 1.2 

 

 DIMM s supported Ɖ PowerEdge FC430 Table 10.

Capacity 
(GB) 

Speed 
(MT/s) 

Type Ranks per 
DIMM  

Data 
width  

SDDC support  Voltage  

4 2133 RDIMM 1 x8 Advanced ECC 1.2 

8 2133 RDIMM 2 x8 Advanced ECC 1.2 

16 2133 RDIMM 2 x4 All modes 1.2 

32 2133 RDIMM 2 x4 All modes 1.2 

 

DIMM speeds 

The FC630 and FC430 support memory speeds of 2133MT/s, 1866MT/s, 1600MT/s, 1333MT/s, 1066MT/s, and 

800MT/s depending on the DIMM types installed and the configuration. All memory on all processors and 

channels run at the same speed and voltage. By d efault, the systems run at the highest speed for the channel 

with the lowest DIMM voltage and speed. The operating speed of the memory is also determined by the 

maximum speed supported by the processor, the speed settings in the BIOS, and the operating vol tage of the 

system. Not all processors support 2133 MT/s speed. 

Table 11 lists the memory configuration and performance details for the FC630  and FC430, based on the 

population of the number and type of DIMMs per memory channel.  Note: The FC430 supports only 1DPC.)  

 Memory configuration and performance  Table 11.

DIMM 
type  

DIMM 
ranking  

Capacity  
DIMM rated voltage, 
speed 

1 DPC 2 DPC 3 DPC 

RDIMM 1R and 2R 

4GB, 8GB, 16GB 

and 32GB (FC430 

only) 

DDR4 1.2V, 2133MT/s 2133MT/s 2133MT/s 1866MT/s 

LRDIMM 4R 32GB (FC630 only) DDR4 1.2V, 2133MT/s 2133MT/s 2133MT/s 1866MT/s 

http://www.dell.com/learn/us/en/04/campaigns/poweredge-memory
http://www.dell.com/
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Memory configurations  

PowerEdge FC630 server node : supports flexible memory configurations ranging from capacities of 4GB 

(minimum) to 768GB (maximum). The FC630 supports up to 12 DIM Ms per processor (up to 24 DIMMs in a 

dual- processor configuration). Each server has four memory channels per processor  with each channel 

supporting up to three DIMMs. 

 

The FC630 supports a flexible memory configuration, according to the f ollowing basic ru les: 

¶ Speed: If DIMMs of different speeds are mixed, all channels across all processors operate at the slowest 

BGKKƋq amkkml dpcosclaw, 

¶ DIMM type: Only one type of DIMM is allowed per system: RDIMM or LRDIMM. These types cannot be 

mixed. 

 

PowerEdge FC430  server node : supports one DIMM per channel for single - rank, dual- rank and quad- rank 

DIMMs. There are 8 sockets (288 - pin) in total.  

¶ Speed: The FC430 supports DDR4 Registered DIMMs (RDIMMs) at 2133MT/s. 

¶ DIMM type: The FC430 does not support mixing DIMM types Ɖ the platform  supports  RDIMMs. 

 

For more information on memory configuration, see the Bcjj NmucpCbec DV MulcpƋq K_ls_j on 

Dell.com/Support/Manuals .  

 

Memory RAS features 

Reliability, availability, serviceability (RAS) features help keep the system online and operational without 

significant impact to performance, and can decrease data loss and crashing due to errors. RAS aids in rapid, 

accurate diagnosis of faults which  require service.  

Table 12 describes the RAS features supported on the FX server nodes. 

 RAS features Table 12.

Feature  Description  

Dense configuration 

optimized profile  

Increased memory reliability can be a result from this selectable p latform profile 

that adjusts parameters to reduce faults regarding refresh rates, speed, 

temperature and voltage  

Memory demand and 

patrol scrubbing  

Demand scrubbing is the ability to write corrected data back to the memory once 

a correctable error is detected on a read transaction. Patrol scrubbing proactively 

searches the system memory, repairing correctable errors.  

Recovery from single 

DRAM device failure 

(SDDC) 

Recovery from Single DRAM Device Failure (SDDC) provides error checking and 

correction that protects against any single memory chip failure as well as multi - bit 

errors from any portion of a single memory chip.  

Failed DIMM isolation  
Provides the ability to identify a specific failing DIMM channel pair, thereby 

enabling the user to replace only th e failed DIMM pair . 

http://support.dell.com/manuals


 

24    PowerEdge FX Architecture Technical Guide  

Feature  Description  

Memory mirroring: 
intra -socket  

Memory mirroring is a method of keeping a duplicate (secondary or mirrored) 

copy of the contents of memory as a redundant backup for use if the primary 

memory fails. The mirrored copy of the memory is sto red in memory of the same 

processor socket.  

Memory address parity 
protection  

This feature provides the ability to detect transient errors on the address lines of 

the DDR channel.  

 
Memory sparing (rank)  

Memory sparing allocates one rank per channel as a spare. If excessive correctable 

errors occur in a rank or channel, it is moved to the spare area while the operating 

system is running to prevent the error from causing an uncorrectable failure.  

Memory thermal 
throttling  

This feature helps to optimize powe r/performance and can also be used to 

prevent DIMMs from overheating.  

For information on memory mirroring and sparing configurations, see the Bcjj NmucpCbec DV MulcpƋq K_ls_j 

on Dell.com/Support/Manuals . 

 

 

 

http://support.dell.com/manuals
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The PowerEdge FX architecture provides storage expandability that allows you to adapt to your workload and 

operational demands. The PowerEdge FC630, FC430 and FM120x4 offer comprehensive storage options, 

various drive types, internal and external storage controllers . The PowerEdge FD332 storage block likewise 

enables you to flexibly provision up to 48 SFF storage devices in a 2U FX2 chassis. The flexibility of the FX 

_pafgrcarspcƋq kmbsj_p amknmlclrq pcqsjrq in 2U rack computing with massive direct - attached storage (DAS) 

capacity . (Note: PowerEdge FM120 microservers are not supported to work with the FD332.)  

Features such as Express Flash PCIe SSDs provide vastly accelerated performance over previous technolog ies. 

Dell Express Flash drives use PCIe lanes to connect directly to the processor and chipset and are easily 

accessible through a hot - plug drive bay . 

Internal storage  

Table 13 details storage option and storage  controllers for PowerEdge FX server nodes.  

 Internal storage options  Table 13.

Server Storage options  Storage controllers  

FC630 

PowerEdge Express Flash NVMe PCIe SSD 

SATA HDD/SSD or SAS HDD/SSD 

Sn rm 6 v /,6Ǝ QQB mp 0 v 0,3Ǝ 

PERC S130 (SW RAID) 

PERC H330 

PERC H730 

PERC H730P 

FC430 Sn rm 0 v /,6Ǝ sQ?R? QQBq PERC S130 (SW RAID) 

FM120x4  / v 0,3Ǝ dpmlr-_aacqq f_pb bpgtcq mp 0 v /,6Ǝ QQB bpgtcq PERC S110 (SW RAID) 

Supported hard drives  

Table 14 lists internal hard drives supported by the PowerEdge FX architecture. Note: not all drives listed below 

are available on all FX server nodes. Please consult the PowerEdge FC630, PowerEdge  and PowerEdge 

FM120x4 sections for platform - specific  technical specifications. For the latest information on supported hard 

drives, visit BcjjƋq Clrcpnpgqc F_pb Bpgtcq page.  

 

 

 

 

http://www.dell.com/learn/us/en/04/campaigns/dell-hard-drives?c=us&l=en&s=bsd&cs=04&preview=true&delphi:gr=true&redirect=1
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 Supported hard drives  Table 14.

Form  
factor  

Type 
Speed  
(RPM) 

Capacities  

/,6Ǝ uSATA SSD (6Gb)  200GB, 400GB , 800GB*  

0,3Ǝ 

Nearline SAS (6Gb) 7.2K 500GB, 1TB, 2TB 

SAS HDD (6Gb) 10K 300GB, 600GB, 900GB, 1.2TB, 1.8TB 

SAS HDD (6Gb) 15K 300GB, 600GB  

SATA HDD (6Gb) 7.2K 500B, 1TB 

SATA SSD (6Gb)  120GB, 200GB, 400GB, 480GB, 500GB, 800GB  

*Available April, 7, 2015 

Express Flash drives 

Express Flash drives use PCIe and SSD technologies to provide performance, scalability and optimal 

serviceability. Accelerated performance with high IOPS is made possible without requiring processor resources 

mp a_nrspgle BP?K, ?jqm* Cvnpcqq Dj_qf bpgtcq sqc _ qr_lb_pbgxcb 0,3Ǝ fmr- plug form factor, which saves critica l 

PCIe slot space by moving drives from the back to the front of the system, and allows a common 

management process for all drives. The PowerEdge FC630 has an option to support Express Flash PCIe SSDs 

gl rfc 0,3Ǝ af_qqgq,  

PowerEdge RAID Controllers  

Dell PowerEdge RAID Controller (PERC) cards provide enhanced performance, increased reliability and fault 

tolerance, and simplified management for a powerful, easy - to - manage way to create a robust infrastructure 

and help maximize server uptime. PERC9 cards feature: 

¶ PCIe 3.0 support and 12Gb/s SAS host interface  

¶ Significantly increased IOPS performance and throughput performance capability  

¶ Capable of RAID as well as non- RAID operations 

¶ D_qrN_rfƙ G-M dmp _aacjcp_rgle ncpdmpk_lac ufcl mncp_rgle ml QQBq 

¶ Split Mirror function for breaking mirrored disk connection to quickly replace a drive  

¶ Bgkkcp Qugrafƙ dmp nmucp amlrpmj md qn_pc mp gbjc bpgtcq rm q_tc clcpew _lb mncp_rgle cvnclqcq 

 
 
 
 
 
 



 

27    PowerEdge FX Architecture Technical Guide  

The PowerEdge FC630 support s PERC cards listed in Table 15. Note: not all PERC options listed below are 

supported on every FX server node.  For more information about the latest PERC offerings, see 

Dell.com/PERC. 

 Supported RAID controllers  Table 15.

Controller  Features 
RAID 
modes 
supported  

Form factor  Solution  

PERC H830 

¶ External 8- port 12Gb/s SAS  

¶ Supports SAS HDDs or SSDs 

¶ 2GB 1866MT/s DDR3 SDRAM non-

volatile cache  

0, 1, 10, 5, 

50, 6, 60  

Adapter (low-

profile ) 

Performance -

hungry external 

storage 

environments  

PERC 
H730P  

¶ Internal 8- port 12Gb/s PCIe RAID 

controller  

¶ Supports 3Gb/s, 6Gb/s and 12Gb/s 

SAS or SATA HDDs or SSDs 

¶ 2GB 1866MT/s DDR3 SDRAM non-

volatile cache  

0, 1, 10, 5, 

50, 6, 60  

Mini and Slim 

(Slim for 8 x 

/,6Ǝ 

configuration)  

Premium 

performance for  

significant 

performa nce gains 

PERC H730 
 

¶ Internal 8 - port 12Gb/s PCIe RAID 

controller  

¶ Supports 3Gb/s, 6Gb/s and 12Gb/s 

SAS or SATA HDDs or SSDs 

¶ 1GB 1866MT/s DDR3 SDRAM non-

volatile cache  

0, 1, 10, 5, 

50, 6, 60  
Mini  

Value/performance 

RAID and non-

RAID for high-

density servers and 

workstations  

PERC H330 
 

¶ Internal 8 - port 12Gb/s PCIe RAID 

controller  

¶ Supports 3Gb/s, 6Gb/s and 12Gb/s 

SAS and 3Gb/s and 6Gb/s SATA HDDs 

or SSDs 

0, 1, 10, 5, 

50 
Mini  

Low- cost, entry 

RAID and non-

RAID for high-

density servers and 

workstations  

PERC S130 

¶ Software RAID controller  

¶ Supports up to 8 6Gb/s SATA HDDs 

and SSD  

¶ Only available on the 8 -bpgtc 0,3Ǝ 

configuration  

¶ Currently supports only Microsoft 

Windows operating systems  

0, 1, 5, 10 

System 

board-

embedded 

SATA 

Software 

 

 

http://www.dell.com/perc
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The Dell PowerEdge FX architecture offers balanced, scalable I/O capabilities, including PCIe 3.0 - capable 

expansion slots via the FX2 enclosure . Table 16 lists optional  select network adapters (SNAs), converged 

network adapters (CNA s), network interface controllers (NICs) and host bus adapters (HBAs) available for  the 

PowerEdge FX architecture.  

 Optional add - in PCIe expansion cards  Table 16.

Component  Adapter  

PowerEdge FX2 

Broadcom
®
 5719 quad- port 1Gb NIC  

Broadcom 57810 dual - port 1Gb  

QLogic
®
 57810S dual- port 10Gb Base- T network adapter  

QLogic 57810S dual- port 10Gb DA/SFP+ CNA 

Intel Ethernet I350 dual - port 1Gb server adapter  

Intel Ethernet I350 QP 1Gb server adapter  

Intel Ethernet X540 DP 10GBASE- T server adapter 

Intel X710 2- por t 10GbE adapter 

Intel X520 DP 10Gb DA/SFP+ server adapter 

Emulex® OneConnect OCe14102 - U1- D 2- port PCIe 10GbE CNA 

Emulex LPE 12000, single- port 8Gb Fibre Channel HBA  

Emulex LPE 12002, dual- port 8Gb Fibre Channel HBA  

Emulex LPe16002B, dual- port 16Gb Fibre Channel HBA 

Emulex LPe16000B, single- port 16Gb Fibre Channel HBA 

Emulex OneConnect OCe14102 - N1- D 2- port PCIe 10GbE NIC 

QLogic 2560, single - port 8Gb Optical Fibre Channel HBA  

QLogic 2562, dual - port 8Gb Optical Fibre Channel HBA  

QLogic 2662 , dual- port 16GB Fibre Channel HBA 

QLogic 2660, single - port 16GB, Fibre Channel HBA 

Mellanox
®
 ConnectX

®
- 3 single- port 10Gb Direct Attach/SFP+ network adapter  

Mellanox ConnectX - 3 single- port 40Gb Direct Attach/QSFP network adapter  
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Component  Adapter  

PERC H830 RAID adapter for external JBOD, 1GB NV Cache  

SAS 12Gbps HBA external controller 

PowerEd ge FC630 

Broadcom  5720 1Gb quad- port KR Blade NDC 

QLogic 57840S 10Gb quad - port KR Blade NDC 

QLogic 57810 - k dual- port 10Gb KR Blade NDC 

Emulex OneConnect OCm14102 - U4- D, dual- port 10GbE, KR CNA NDC 

Intel i350 quad - port 1 Gigabit, KR Blade NDC 

Intel x520 - k dual- port 10Gb KR Blade NDC 

Intel X710 dual- port 10GbE Blade NDC 

Intel X710 quad- port 10GbE Blade NDC 

PowerEdge FC430 

LAN On Motherboard 

(LOM)  

QLogic 57810 dual- port 10G KR 

Intel i350 dual- port  1G KX 

 

 

 

PowerEdge FX2 
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The PowerEdge FX2 chassis includes highly efficient power supplies and fans, and a layout optimized for 

balanced cooling of the compute, PCIe, I/O, and power subsystems. The optimi zed hardware design coupled 

with sophisticated power - management capabilities built into the Chassis Management Controller (CMC), 

power supplies and iDRAC allow you to further enhance a power - efficient server environment.  

Power consumption and energy effici ency 

With the rise in the cost of energy coupled with increasing data center density, Dell provides tools and 

technologies to help you realize greater performance with less energy cost and waste. More efficient data 

center usage can reduce costs by slowing  the need for additional data center space.  

Table 17 lists the tools and technologies Dell offers to help you achieve your data center goals by lowering 

power consumption and increasing energy efficiency.  

 Power tools and techn ologies  Table 17.

Feature  Description  

Power supply units (PSU) 

portfolio  

BcjjƋq NQS nmprdmjgm glajsbcq glrcjjgeclr dc_rspcq qsaf _q bwl_kga_jjw mnrgkgxgle 

efficiency while maintaining availability and redundancy. Find additional 

information in the Power supply units  section.  

Tools for right -sizing  

Energy Smart Solution Advisor (ESSA) is a tool that helps IT professionals plan 

and tune their computer and infrastructure equipment for maximum efficiency 

by calculating the hardware power consu mption, power infrastructure and 

storage. Learn more at Dell.com/calc . 

Industry compliance  
BcjjƋq qcptcpq _pc amknjg_lr ugrf _jj pcjct_lr glbsqrpw acprgdga_rgmlq _lb 

guidelines, including 80 PLUS and Climate Savers. 

Power monitoring 

accuracy  

PSU power monitoring improvements include:  

¶ Power monitoring accuracy of 1%, whereas the industry standard is 5%  

¶ More accurate reporting of power  

¶ Better performance under a power cap  

Power capping  

Sqc BcjjƋq qwqrckq k_l_eckclr to set the power cap limit for your systems to 

limit the output of a PSU and reduce system power consumption. Dell is the 

first hardware vendor to leverage Intel Node Manager for circuit - breaker fast 

capping.  

Systems management  

iDRAC8 Enterprise provides server- level management that monitors, reports 

and controls power consumption at the processor, memory and system level.  

Dell OpenManage Power Center delivers group power management at the 

rack, row and data center level for servers, power distribution un its and 

uninterruptible power supplies.  

Dell Fresh Air  2.0 

With the thermal design and reliability of Dell products, certain configurations 

of PowerEdge 13
th

 generation servers have the capability to operate at 

temperatures beyond the industry standard of  35°C (95°F). The supported 

configurations that meet Dell Fresh Air 2.0 specifications can operate 

http://www.dell.com/calc
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Feature  Description  

continuously at 40°C (104°F) and up to 45°C (113°F) for excursionary periods of 

time and up to a 29°C dew point at 90% relative humidity without impacting 

your availability model. Find additional information at Dell.com/FreshAir . 

Active power management  

Dell Active Power Controller (DAPC) provides operating syste m- agnostic 

power - management capability designed to save you money by lowering the 

system- level power draw at times of low utilization.  

Intel Node Manager  is an embedded technology that provides individual 

server- level power reporting and power limiting fun ctionality. Dell offers a 

complete power management solution comprised of Intel Node Manager 

accessed through Dell iDRAC8 Enterprise and OpenManage Power Center that 

allows policy - based management of power and thermals at the individual 

server, rack and data center level.  

Hot Spare  improves the operating PSU efficiency, thereby reducing overall 

power consumption.  

Thermal Control of Fan Speed  optimizes the thermal settings for your 

environment to reduce fan consumption and lower system power 

consumption.  

Idl e Power  enables Dell servers to run as efficiently when idle as when at full 

workload.  
 

Find additional information at Dell.com/PowerCenter  and Dell.com/PowerAndCooling . 

Power supply units  

Energy Smart power supplies have intelligent features, such as the ability to dynamically optimize efficiency 

while maintaining availability and redundan cy. Also featured are enhanced power - consumption reduction 

technologies, such as high - efficiency power conversion and advanced thermal - management techniques, and 

embedded power - management features, including high - accuracy power monitoring.  

The following power supply unit options are available for the FX2 enclosure: 

¶ 200 0W, 1600W or 1100W AC power supplies in 1+1 redundant, redundancy alerting only, 2+0 non -

redundant configurations.  

Power m anagement features of PowerEdge FX2 help administrators configure the enclosure to reduce power 

consumption and to adjust the power as required specific to the environment.  

The FX2 enclosure consumes AC power and distributes the load acros s the active power supply unit . The 

system can deliver up to 3371 W of AC power that is allocated to server modules and the associ ated enclosure 

infrastructure. However, this capacity varies based on the power redundancy policy select ed.  

Power management through  OpenManage Power Center  

When OpenManage Power Center ( OMPC) controls power externa lly, CMC continues to maintain r edundancy 

policy  and remote power logging. OMPC then manages server power, and system input power c apacity. Note: 

actual power delivery is based on configuration and workload .  

 

http://www.dell.com/learn/us/en/555/power-and-cooling-technologies-best-practices
http://dell.com/powercenter
http://www.dell.com/learn/us/en/555/power-and-cooling-technologies
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You can use the CMC web interface or RACADM to manage and configure power controls on  CMC: 

¶ View the status for the chassis, servers and PSUs. 

¶ Configure power budget and redundancy policy for the chassis.  

¶ Execute power control operations (turn on, turn off, system reset, power - cycle) for the chassis  

 

Thermal  and acoustics  

The PowerEdge FX2 enclosure supports eight hot - swappable cooling fans that provide cooling to the I/O 

components in the system. To provide increased cooling to the PCIe components in the system,  the user can 

cl_`jc rfc ƍD_l MddqcrƎ dc_rspc in the CMC web interface. For more  information on the ƍFan OffsetƎ option, see 

the Bcjj Af_qqgq K_l_eckclr Amlrpmjjcp SqcpƋq Esgbc dmp DV0.  

Acoustic al design 

The PowerEdge FX2 enclosure requirements  meet the Category 5 Acoustic specification as defined as an 

Unattended Data Center f or the minimal configurations. Typical configurations will be Category 6. 

Pcosgpckclrq _r A_rcempw _pc gbjc amldgesp_rgmlq ƞ 5,6 `cjq _lb _argtc amldgesp_rgmlq ƞ 6,. `cjq,  

ISO acoustical standards such as ISO7779 and ISO9296 mandate temperature at 23 +/ - 2 degrees C.  

Most combinations of FX2 sleds and configurations result in acoustical output that is most appropriate for data 

center usage, i.e., environments in which peop le standing next to each other must elevate their voices to be 

heard and cannot discern speech on a telephone.  The following are however two specific sled scenarios that 

are quieter Ɖ note that in both cases, all sleds in FX2 must be the same (i.e., homoge neous). 

¶ PowerEdge DA41. ugrf ƍpcbsacb _amsqrgaq mnrgmlƎ _lb pcqrpgarcb jgqr md amknmlclrq &_jj qjcbq ksqr f_tc 

rfc ƍpcbsacb _amsqrgaq mnrgml*Ǝ g,c,* gd mlc bmcq lmr* gr ugjj bmkgl_rc rfc qmslb' pcqsjrq gl DV0 ugrf 

acoustical output acceptable for attended data centers or labs (i.e., people  standing next to each may talk 

with each other or discern speech on a telephone with only slight interfe rence from data center noise). 

Rfc dmjjmugle gq _ jgqr md pcqrpgargmlq ugrf sqc md ƍpcbsacb _amsqrgaq mnrgml8Ǝ 

> All FC630 sleds structured in the chassis must be homogenous  

> 104mm wide CPU h eatsink MUST be required and will occupy DIMM space, only support either 

16xunbalance DIMM or 8xbalance DIMM  

> Chassis must use dual 1600W PSUs 

> 1Gb/10Gb pass- through for FAB A and B .  

¶ PowerEdge FM120 may be used in FX2 with minimal impact to office environment acoustics.  

 

FX2 acoustics vary significantly with utilization. Acoustical output from FX2 with  a standard FC630 in operating 

states (e.g., CPUs at 50% TDP) is significantly higher (about four times as loud) th an that for their idle states. 

(This is not the case for the FX2 with a homogeneous population of FM120 x4 server nodes Ɖ operating and 

idle states with all FM120 server nodes are about the same and, as stated above, appropriate for office 

environments.)  

http://topics-cdn.dell.com/pdf/dell-cmc-v1.10-fx2_User's%20Guide_en-us.pdf
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 PowerEdge FX architecture acoustics  Figure 6.

 

For background information on Dell Enterprise acoustics, please see the Dell white paper, ƍBcjj Clrcpnpgqc 

?amsqrgaq,Ǝ 

Data summary for FX acoustics  

Acoustical Performance Data and Interpretation, re: typically configured
(1)

 FX2 chassis in 23 ± 2 °C ambient 

(per ISO acoustical standards) with the following blades and util ization  

¶ ?jj DA41. qjcbq ugrf q_kc ƍtmjskcƎ mp ƍrwnga_jƎ amldgesp_rgml UGRF ƍpcbsacb _amsqrgaq mnrgmlƎ 

> Idle & Operating: LwA - UL(2) = 5.5 & 6.7 bels; LpA (3) = 36 & 47 dBA; Audible but not objectionable 

tones(4) 

> What does this mean? These sounds would be acc eptable in attended data centers but not office 

environments.  Lmrc rf_r ƍMncp_rgleƎ kmbc* g,c,* |3.# umpijm_b gq _`msr 3.# jmsbcp rf_l Gbjc, 

> Rfc ƍpcbsacb _amsqrgaq mnrgmlƎ amlqgqrq md _ j_pecp fc_r qgli _r rfc rp_bcmdd md BGKK amslr8 

104mm wide CPU Heatsin k MUST be required and will occupy DIMM space, only support either 

16xunbalance DIMM or 8xbalance DIMM  

> Mrfcp amldgesp_rgml pcqrpgargmlq rm e_gl `clcdgr md ƍpcbsacb _amsqrgaq mnrgmlƎ are the following:   

> All FC630 sleds structured in the chassis must be hom ogenous  

> Chassis must use dual 1600W PSUs 

> 1Gb/10Gb pass through for FAB A and B  

¶ ?jj DA41. qjcbq ugrf q_kc ƍtmjskcƎ mp ƍrwnga_jƎ amldgesp_rgml ugrfmsr ƍpcbsacb _amsqrgaq mnrgmlƎ 

> Idle and operating: LwA - UL
(2)

 = 5.5 & 7.7 bels; LpA 
(3)

 = 37 & 54 dBA; Audible but not objectionable 

tones
(4)

 

Operating states of s tandard 

FC630 

 
Idle standard FC630 & idle & 

operating states of F C630  with  

reduced acoustics option  

 

Idle & Operating states w ith  

FM120 

 

http://www.dell.com/downloads/global/products/pedge/en/acoustical-education-dell-enterprise-white-paper.pdf
http://www.dell.com/downloads/global/products/pedge/en/acoustical-education-dell-enterprise-white-paper.pdf
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> What does this mean? Idle is acceptable in attended data center, but acoustics ramp significantly 

with utilization, such that ~50% workload would be about four times louder than Idle and only 

acceptable in unattended data cen ters. 

¶ ?jj DK/0. qjcbq ugrf q_kc ƍtmjskcƎ mp ƍrwnga_jƎ amldgesp_rgml 

> Idle and operating: LwA - UL(2) = 5.0 bels; LpA (3) = 33 dBA; Audible but not objectionable tones(4)  

> What does this mean? These levels are acceptable for office environments however some ton es 

may be audible.  

¶ Other Acoustical Notes  

> Utilization:  As work load on processor increases, acoustical levels also increase.  The FM120 and 

DA41. ugrf ƍpcbsacb _amsqrgaq mnrgmlƎ _pc jcqq qclqgrgtc rm srgjgx_rgml af_lecq* `sr rfc qr_lb_pb 

FC630 will exhibit significant acoustical change with utilization.   

> Transients: As utilization changes, e.g., from Idle to 50% workload, fan speeds and hence acoustics 

will temporarily exceed the steady - state values.  

 

Footnotes:  

(1) Typical configuration means a population for FX2 are the following : 

o FX2 must be populated with homogeneous sleds, i.e., all same sleds, not mixed, in FX2. 

o FX2 chassis must be populated with PCI switch (Fan only board for FM120), PCI card blanks, 2  x 

1600W PSUs (2 x 1100W PSUs for FM120), CMC, 2 x 1Gb ILM pass- through.  

o FX2 must also, for  FC630, contain 1  x Fibre Channel  HBA per sled (total of 4  x Fibre Channel  HBA) 

+ 8 x PCIe Cards 

o FX2 must also, for FM120 popul ation, contain 0  x Fibre channel or PERC 

(2) LwA ƈ UL is the upper limit sound power levels (LwA ) calculated per section 4.4.1 of ISO 9296 (1988) and 

measured in accordance to ISO 7779 (2010).  

(3) LpA is the average bystander position A - weighted sound pressure level calculated per section 4.3 of 

ISO9296 (1988) and measured in accordance with ISO7779 (201 0). The system is placed in a Dell rack 

75cm above ground.  

(4) Prominent tone: Criteria of D.6 and D.11 of ECMA - 74 11th ed. (2010) are followed to determine if discrete 

tones are prominent. The system is placed in a Dell rack 75cm above ground and acoustic tra nsducer is at 

front bystander position, ref ISO7779  
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The rail systems for the PowerEdge FX2 and FX2s chassis consist of two types: sliding and static.  

¶ ReadyRails II sliding rails for tool - less mounting in 4 - post racks wi th square or unthreaded round holes or 

tooled mounting in 4 - post threaded hole racks with support for strain relief bar (SRB.)  

¶ ReadyRails static rails for tool - less mounting in 4 - post racks with square or unthreaded round holes or 

tooled mounting in 4 - post  threaded racks   

Sliding and static rail systems 

The sliding rails allow the system to be extended out of the rack for fan service. The SRB can only be used with 

the sliding rails.  

The sliding and static rail systems for the FX2/FX2s provide tool - less support for 4 - post racks with square or 

unthreaded round mounting holes, including all generations of Dell racks. Both also support tooled mounting 

in 4- post threaded racks.  

The rails ship in the tool - less mounting configuration but can be converted to the to oled configuration very 

quickly and easily as shown in the figure below.  

 FX2/FX2s sliding rails with strain relief bar  Figure 7.

 

 

 

 

Static rails support a wider variety of racks than the sliding rails but do not support serviceability in the rack and 

are thus not compatible with the SRB.  
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 FX2/FX2s static rails  Figure 8.

 

Both sliding rails and static rails s upport tool - less mounting in 19 - inch - wide, EIA- 310- E compliant square hole 

and unthr eaded round hole 4 - post racks. Both also support tooled mounting in threaded hole 4 - post racks, 

but do not support mounting in 2 - post (Telco) racks. 

Product  identifier  Mounting i nterface  Type 

Rack types supported  

4-post  2-post  

Square Round  Thread  Flush Center  

FX2/FX2s 
B10 ReadyRails II Sliding ã ã ã x x 

B11 ReadyRails II Static ã ã ã x x 

 

Note that screws are not included in either kit due to the fact that threaded racks are offered with a variety of 

thread designations.  Users must therefore provide their own screws when mounting the rails in threaded 

racks. NOTE: Screw head diameter must be 10 mm or less . 

Some key factors governing proper rail selection include the spacing between the front and rear mounting 

flanges of the rack, the type and location of any equipment mounted in the back of the rack such as power 

distribution u nits (PDUs), and the overall depth of the rack.  Due to their reduced complexity and lack of SRB 

support, the static rails offer a greater adjustability range and a smaller overall mounting footprint than the 

sliding rails. 

Product  Identifier  Type 

Adjustabi lity r ange (mm)  Depth (mm)  

Square Round  Threaded  without  
CMA/SRB 

with  
CMA/SRB 

Min  Max Min  Max Min  Max 

FX2/FX2s 
B10 Sliding 677 815 665 809  677 830  836 888  

B11 Static 644  916 632 910 644  930 828 -  
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Note that the adjustment range of the rails is a function of the type of rack in which they are being mounted.  

The min - max values listed above represent the allowable distance between the front and rear mounting 

flanges in the rack.  Rail depth without the SRB represents the minimum depth of the rail  with the SRB 

attachment brackets removed (if applicable) as measured from the front mounting flanges of the rack.  

Strain relief bar 

The strain relief bar (SRB) for the FX2/FX2s organizes and secures the cables exiting the back of the server.  It 

supports l arge cable loads and allows the server to extend out of the rack without having to detach the cables 

if cable service loops are created. Some key features of the FX2/FX2s SRB include:  

¶ Sturdy bar that supports large cable loads  

¶ Controls stresses on connecto rs 

¶ Can be adjusted for depth, to accommodate various cable loads and rack depths  

¶ Utilizes hook - and- loop straps rather than plastic tie wraps to make securing cables quick and eliminates 

the risk of cable damage  

¶ Cables can be segregated into discrete, purpo se specific bundles  

¶ Attaches to the rails without the use of tools via simpl e and intuitive latching design  
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The Dell PowerEdge FX architecture supports a wide range of industry - standard operating systems and 

virtualization software.  

Supported operating systems  

Table 18 lists the primary operating systems supported on the FX Architecture. For the latest information on 

supported operating systems, see Dell.com/OSsupport . 

 Primary operating system support  Table 18.

Operating system  Platform  Edition  FC630  FC430  FM120x4 

Microsoft Windows Se rver 2012  x64 

Essentials 
 

 x 

Standard x x x 

Datacenter  x x  

Microsoft Windows Sever 2012 R2 x64 

Essentials 
 

 x 

Standard x x x 

Datacenter  x x  

Microsoft Windows Server 2008 R2 
SP1 

x64 

Standard x x x 

Enterprise x x  

Datacenter  x x  

Microsoft Windows Server 2008 SP2  

x86/x 64 Standard x x x 

x86/x 64 Enterprise x x  

x64 Datacenter  x x  

Red Hat Enterprise Linux 6.5  x86/x 64 N/A x x x 

Red Hat Enterprise Virtualization 3.3 1  x64 N/A  x x x 

SUSE Linux Enterprise Server 11 SP3 x64 N/A  x x x 
                1 Based on RHEL 6.5 

  

http://www.dell.com/OSsupport
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Supported v irtualization  

One of the key features for virtu alization on the FX architecture.is the support for a fail - safe hypervisor. By 

running the hypervisor on an optional SD card and installing a backup copy on the other mirrored SD card, 

you can protect against hardware failure and maximize virtualization up time.  

Table 19 highlights the virtualization support for the FX architecture.  

 Virtualization support  Table 19.

Operating systems  Option  Supported  

Microsoft Windows Server 2008 R2 SP1  
(with Hyper -V enabled), x64 Standard  

FI FC630, FC430, FM120x4 

Windows Server 2012 Hyper -V R3 FI FC630, FC430, FM120x4 

Citrix
®
 XenServer

®
 6.2 -  FC630, FC430 

VMware vSphere ESXi 5.5  FI FC630, FC430 

VMware vSphere ESXi 5.1 FI FC630, FC430 

VMware vCenter plug - in  N/A FC630, FC430 

 
FI = factory install  
(
OpenManage Integration with VMware vCenter hypervisor support: v5.5, v5.5 U1 and v5.1 U2)  
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11 Bcjj MnclK_l_ec qwqrckq k_l_eckclr   

Whether your IT environment consists of a few servers or a few thousand, the Dell OpenManage systems 

management portfolio provide s comprehensive management for evolving I T environments. OpenManage is 

based on open standards and offers both agent - free and agent - based server lifecycle management 

functionality for Dell PowerEdge servers. OpenManage solutions help you automate and strea mline essential 

hardware management tasks.   

The advanced embedded management capabilities of Dell OpenManage technology also integrate and 

connect with third - party systems management solutions that you may already use, making Dell platforms easy 

to manage and deploy in any IT environment. If your IT environment already uses tools from third parties such 

as Microsoft, VMware, BMC Software, or others, you can use OpenManage integrations and/or connections to 

leverage your existing management framework to effi ciently manage Dell PowerEdge servers and converged 

platforms,   

OpenManage systems management solutions consist of a combination of embedded management 

components, tools and software solutions that help you automate and simplify the entire server managemen t 

lifecycle through its various phases: deploy, update, monitor and maintain. OpenManage solutions are 

innovatively designed for simplicity and ease of use to help you reduce complexity, save time, achieve 

efficiency, control costs and empower productivity . 

Server Lifecycle Management  

BcjjƋq qwqrck k_l_eckclr qmjsrgmlq `cegl ugrf rfc glrcep_rcb Bcjj Pckmrc ?aacqq Amlrpmjjcp &gBP?A' ugrf 

Lifecycle Controller that is part of every Dell PowerEdge server.  

 Server lifecycle management operations  Figure 9.

 

iDRAC 

with  

 Lifecycle 
Controller  
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OpenManage systems management  

The Dell OpenManage systems management portfolio includes powerful hardware and software management 

tools, consoles, and integration and connections with Dell SupportAssist and third -  party systems 

management consoles.  

iDRAC with Lifecycl e Controller  

The Integrated Dell Remote Access Controller (iDRAC) with Lifecycle Controller is the heart of Dell PowerEdge 

qcptcpqƋ ck`cbbcb k_l_eckclr dslargml_jgrw, Gl _bbgrgml rm cl_`jgle _eclr- free management, iDRAC with 

Lifecycle Controller provides r emote access to the system Ɖ whether or not there is a functioning operating 

system or hypervisor running on the server. These embedded features help simplify and automate all aspects 

of server lifecycle management: deployment, updates, monitoring and main tenance.  

Table 20 describes the functions and benefits of iDRAC with Lifecycle Controller.  

 iDRAC with Lifecycle Controller functions and benefits  Table 20.

Feature  Function  Benefit  

Out -of -band  

iDRAC with Lifecycle Contro ller offers 

real- time out - of - band discovery, 

inventory, deployment, monitoring, 

alerting and updates for server nodes 

and internal storage  

Manage servers independent of the OS/hypervisor 

type or statusƉeven if an OS/hypervisor is not 

installed 

Dedicated  
GigE port  
(PowerEdge  
rack and 
tower 
systems) 

Gigabit Ethernet connectivity  
Fast throughput for better performance; 

compatibility with setup for switches  

Email alerts  

Simplified, informative, and actionable 

messaging including key information 

on systems and components, service 

tag, and so on  

More detail allows IT administrators to be more 

efficient in diagnosing and remediating if an issue 

occurs; alerts include a direct, embedded URL in the 

email notification to further speed resolution  

vFlash media  Enabled with iDRAC Enterprise  Allows for use of a non - Dell SD card 

Electronic 
licensing  

To obtain a software license key for 

iDRAC Express for Blades or iDRAC 

Enterprise after server purchase 

(APOS), submit a request to purchase a 

software license  key through  the Dell 

Licensing Portal  or with a Dell sales 

representative  

If iDRAC Express for Blades or iDRAC Enterprise is 

ordered during initial point of sale, license key is 

installed. If Basic Management is ordered during 

initial point of sale, customer must req uest a license 

key through the Dell Licensing Portal. For most 

server models, embedded server management and 

electronic licensing enables feature enhancements 

that do not require installation of additional 

hardware or system downtime.  
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iDRAC with Lifecyc le Controller and FX configuration options  

iDRAC Enterprise is the standard offering for the FX architecture since it is designed for optimal remote 

management. The Express version is optional for cost - conscious customers, but has a reduced feature set.  

iDRAC feature comparison  

iDRAC Enterprise and Express are available for the PowerEdge FX Architecture. A detailed feature comparison 

for iDRAC Enterprise and iDRAC Express is shown in Table 21. 

 Feature comparison for iDRAC Enter prise and iDRAC Express for FX Table 21.

 Feature  iDRAC8  
Enterprise  

iDRAC8  
Express  

Interface and 
standard support  

IPMI 2.0 ƛ ƛ 

 Web- based GUI ƛ ƛ 

SNMP and IPMI discovery 

 

ƛ ƛ 

WSMan ƛ ƛ 

SMASH- CLP (SSH) ƛ ƛ 

RACADM CLI (SSH and local) ƛ ƛ 

RACADM CLI (remote)  ƛ ƛ 

NTP and time zone support  ƛ ƛ 

Connectivity  

DNS ƛ ƛ 

VLAN tagging ƛ ƛ 

IPv4 ƛ ƛ 

IPv6 

 

ƛ 

 

ƛ 

 Dynamic DNS ƛ ƛ 

Security  and 
Authentication  

Role- based authority  ƛ ƛ 

Local users ƛ ƛ 

SSL Encryption ƛ ƛ 

Active Directory  ƛ  

Generic LDAP support  ƛ  

Two- factor authentication
1
 ƛ  

Single sign- on 
ƛ  

 

PK Authentication (for SSH) 
ƛ  
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Remote  
Management  and 
Remediation  

Embedded Diagnostics  ƛ ƛ 

Remote firmware update  ƛ ƛ 

Server power control  ƛ ƛ 

Serial- over- LAN (with proxy)  ƛ ƛ 

Serial- over- LAN (no proxy) ƛ ƛ 

Last crash screen capture  

 

ƛ ƛ 

Last crash video capture/ playback ƛ  

Virtual Media
2
 ƛ ƛ 

Virtual Console
2
 ƛ ƛ 

Virtual Console sharing
2
 ƛ  

Remote Virtual Console Launch  ƛ  

Virtual Folders ƛ  

Virtual Console Chat  ƛ  

Remote File Share ƛ  

Virtual Flash ƛ  

Virtual Flash Partitions ƛ  

Monitoring and 
Power  

Sensor monitoring and alerting  ƛ ƛ 

SNMP Alerts (v1, v2) ƛ ƛ 

SNMPv3 Gets ƛ ƛ 

Email Alerts ƛ ƛ 

DIMM Ranking ƛ ƛ 

Real- time power monitoring  ƛ ƛ 

Logging  

System Event Log 
ƛ ƛ 

 

RAC Log 
ƛ ƛ 

 

Trace Log 
ƛ ƛ 

 

Lifecycle Controller Log  ƛ ƛ 

Remote Sys Log ƛ 
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Lifecycle Controller  

Local updates  ƛ ƛ 

Driver Packs ƛ ƛ 

One to Many Hardware 

Configuration (WSMan or RACADM) 

ƛ ƛ 

Asset Inventory Export  ƛ ƛ 

Remote services (by WSMan) ƛ ƛ 

Auto- configuration of replaced 

parts 

ƛ ƛ 

System backup and restore  ƛ  

1
Two- factor authentication is available via Active - X and therefore only supports Internet Explorer  

2
Virtual Console and Virtual Media are available via both J ava and Active- X plug- ins 

 

Upgrade options after point of sale  

You can evaluate and purchase upgrades from Dell  from your iDRAC web interface with no need to install 

additional hardware. You have a choice of ordering either the software license, or order an Enterprise license 

with an 8GB or 16GB vFlash SD card. The vFlash is factory installed, but a license key is required for activation. 

You may purchase an SD card locally larger than 16GB. You may create multiple partitions on the SD card, but 

individual  partition size is limited to 4GB.  

Agent -based management  

Many systems management solutions require software agents to be installed on each compute node in order 

to be managed within the IT environment. Additionally, the systems management agent is often u sed as a 

local interface into the hardware health and may be accessed remotely as a management interface, typically 

referred to as a one - to - one interface. For customers that prefer to use agent - based management solutions, 

Dell provides OpenManage Server Ad ministrator software  

iDRAC Service Module (ISM)  

iDRAC Service Module is an optional software service that installs in a supported server OS and expands 

gBP?AƋq k_l_eckclr a_n_`gjgrgcq `w npmtgbgle _ tcpw jgefrucgefr kc_lq rm pcnmpr MQ- aware attributes suc h as 

the host OS IP addresses and also provides key OS information when troubleshooting issues.  

OpenManage Server Administrator  

The Dell OpenManage Server Administrator (OMSA) agent provides a comprehensive, one - to - one systems 

management solution for bot h local and remote servers and their storage. OMSA can help simplify single -

server monitoring with a secure CLI or web interface. It can also be used to view system configuration, 

inventory, health, and performance.  

Agent - free management  

Because Dell PowerEdge servers include embedded server management with iDRAC8 with Lifecycle 

Controller, in many cases there is no need to install an OpenManage systems management software agent 
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into the operating system of a Dell PowerEdge FX system. This greatly simplifi es and streamlines the 

management footprint and performance  of management tasks in multi - operating system  and hypervisor 

environments.  

Dell OpenManage consoles  

Chassis Management  Contro ller  (CMC) 

As mentioned previously, CMC  is a systems management hardware component  which provides both command -

line and graphical interfaces that are used to monitor and manage multiple  FX server nodes and chassis. The CMC 

hardware is a hot - pluggable  module  housed inside the FX2 chassis. CMC pro vides a secure web interface  that  

allows an IT administ rator  to inventor y, perform  config uration  and mo nitoring  tasks, remotely  power on/ off 

server nodes, and enable alerts for  events related to the FX2 chassis, server nodes and compo nents, shared 

storage and networking within  the FX system. The CMC srgjgxcq c_af qcptcp lmbcƋq ck`cbbcb gDRAC with 

Lifecycle Controller to perform management functions, such as opening a remote console session from the 

CMC interface.  

As Table 22 shows, the highest level of CMC functionalit y is provided by an Enterprise CMC license which is 

the default license. With an Enterprise license, a high level of systems management capabilities is included 

with CMC for FX. An entry - level Express management license is also available. Please note: CMC licensing is 

not the same as iDRAC licensing. Each Dell PowerEdge server node within the FX platform must have an 

iDRAC with Lifecycle Controller Enterprise or Express license, and it is suggested that both components 

should be used with the same license l evel. The CMC is used to manage the FX platform and its components, 

in addition to the server nodes, so separate licenses are required.  

 Additional features offered with Enterprise CMC licensing  Table 22.

 

Automation of Server Configuration Profile replication  

Directory Services 

Enclosure- level Power Capping  

Enclosure Restore and Backup  

Multi - chassis Management  

PK Authentication  

Remote File Share 

Two- Factor Authentication  

Server Module Firmware Update  

Single Sign- On Support  
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For more information on these and other features, visit the Dell Tech Center page for CMC . For the Dell  online 

License Management portal, go to Dell.com/support/retail/lkm .  

Dell OpenManage Essentials (OME)  

OpenManage Essentials, available as a no- charge software download from Support.Dell.com, is a one:many 

systems management console that provides compreh ensive monitoring and health status reports for Dell 

server, storage, networking, and firewall devices as well as supported third - party hardware. OME also delivers 

glrcep_rgml ugrf MnclK_l_ec Km`gjc* BcjjƋq _nn dmp ?lbpmgb _lb gMQ bctgacq* dmp _lwufcpc* _lytime systems 

management capability through a handheld smart device as well as integration with Dell SupportAssist for 

automated Tech Support case generation and quick resolution if issues occur.  The most recent enhancement 

to OME, available via an additional software license, is Server Configuration Management, which enables 

automated bare - metal PowerEdge server configuration and OS deployment, in addition to detection and 

reporting of server configuration drift from baseline settings within production env ironments.       

Dell OpenManage Mobile  

OpenManage Mobile (OMM)  is a free Dell software application for Android and iOS that allows IT 

administrators to securely perform a subset of data center monitoring and remediation tasks anytime, 

anywhere using their  km`gjc bctgac, MnclK_l_ec Km`gjc amkkslga_rcq bgpcarjw ugrf NmucpCbec qcptcpqƋ 

iDRAC with Lifecycle Controller for 1:1 management operations or through integration with OpenManage 

Essentials, operates as a 1:Many connection to browse hardware inventory, p erform power operations, 

forward alerts and receive push notifications for critical alerts.  

Additional OpenManage systems management tools, utilities and protocols  

Dell OpenManage systems management tools and utilities also include the following:  

¶ Dell Repo sitory Manager ƉThe Dell Repository Manager (RM) is a standalone GUI- based productivity tool 

that helps simplify the process of managing downloads and baseline BIOS, firmware, and driver updates. 

Repository Manager can create deployment disks as well as cre ate and manage customized repositories.  

¶ Dell Update PackagesƉThe Dell Update Packages (DUP) are self- contained executables delivered in a 

standard package format that updates firmware and/or software components on a Dell server such as the 

BIOS, drivers, component firmware and other software updates.  

¶ Dell OpenManage Deployment Toolkit ƉThe Dell OpenManage Deployment Toolkit (DTK) is a command 

line- based tool that includes a set of utilities for configuring and d eploying Dell PowerEdge systems  and 

can be used to build scripted, unattended OS installations to deploy large numbers of servers in a reliable 

fashion. 

¶ RACADMƉThe RACADM command - line utility provides a scriptable interface that allows you to locally or 

remotely configure iDRAC8.  

¶ IPMIToolƉIPMITool includes scriptable console application programs used to control and manage 

remote systems using the IPMI version 1.5 and later protocol.  

¶ Web Services for Management (WSMAN) ƉWSMAN is a SOAP- XMLƈbased protocol for exchanging 

system management information. Del l's implementation provides remote management capabilities 

through a secure and standards - based Web ServicesƈManagement (WS- MAN) interface to PowerEdge 

servers and blade server node chassis. 

http://en.community.dell.com/techcenter/systems-management/w/wiki/1987.dell-chassis-management-controller.aspx.
http://www.dell.com/support/retail/lkm
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Integration  with  third -party consoles  

Dell OpenManage provides i ntegration with several leading third - party consoles, including:  

¶ OpenManage Integration Suite for Microsoft System Center ƉThis suite helps you further streamline, 

automate and simplify your most essential IT management tasks. For more information, visit 

http://www.dell.com/learn/us/en/04/solutions/dcsm - microsoft - system- center . 

¶ OpenMange Integration for VMware vCenter ƉThis plug- in allows IT administrators to monitor, pr ovision, 

and manage the physical PowerEdge server hardware and firmware from a dedicated Dell menu accessed 

through the VMware vCenter console using the same role - based access control model as vCenter, 

combining physical server management. For more informa tion, visit 

http://www.dell.com/learn/us/en/04/virtualization/management - plug- in- for - vmware - vcenter . 

¶ BMC SoftwareƉDell and BMC Software work together to  simplify IT by ensuring tight integration between 

Dell server, storage, and network management functionality and the BMC Software process and data 

center automation products. BMC has included this integration in their datacenter management platform, 

so there are no additional components needed from Dell to use this technology.  

Connections  with  third - party consoles 

Dell OpenManage Connections give administrators an easy path to adding support for third - party devices, so 

you can continue to use your existing  management tools while easily adding Dell server systems to that 

existing IT environment. Integrate new systems at your own pace. Manage new Dell servers and storage with 

your legacy management tools, while extending the useful life of your existing resou rces. With these 

OpenManage Connections you can add monitoring and troubleshooting of Dell assets to your IT 

infrastructure:  

¶ OpenManage Connection for CA  

¶ OpenManage Connection for Nagios  

¶ OpenManage Connection for Oracle   

¶ OpenManage Connections for HP   

¶ OpenManage Connections for IBM   

 

For more information on these OpenManage Connections, visit dell.com/learn/us/en/04/solutions/dcsm -

partner - consoles . 

http://www.dell.com/learn/us/en/04/solutions/dcsm-microsoft-system-center
http://www.dell.com/learn/us/en/04/virtualization/management-plug-in-for-vmware-vcenter
http://www.dell.com/learn/us/en/04/solutions/dcsm-partner-consoles
http://www.dell.com/learn/us/en/04/solutions/dcsm-partner-consoles
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12 NmucpCbec DA41. 

Introduction  

With powerful processors, impressively large memory and highly scalable I/O capabilities, the PowerEdge 

FC630 excels at running applications for midsize and large businesses, like enterprise resource planning and 

customer relationship managem ent. Combining exceptional performance and functional flexibility, the FC630 

is also ideal for large databases or substantial virtualization environments.  

Flexible, scalable, powerful  

Powered by up to two 18 - core Intel  Xeon E5- 2600 v3 processors, each FC63 0 has 24 DIMMs of memory, two 

2.5- inch or eight 1.8 - inch front - access drives, a 10Gb SNA and access to two PCIe expansion slots in the 

shared chassis. 

Fit the infrastructure to the job  

With the capability to handle demanding business applications and the d atabases that support them, the future 

FC630 is the perfect building block for the core of a corporate data center. Offering exceptional performance 

and a rich set of storage options, including the FD332 storage block with up to 16 direct - attached drives, the 

FX architecture enables you to build an infrastructure that is tailor - made to suit your unique IT requirements.  

The efficiencies of shared infrastructure  

FC630 servers are housed in the FX2 enclosure Ɖ a 2U rack- based converged platform that delivers t he 

density of a blade architecture with the simplicity and cost benefits of rack - based systems Ɖ all in a compact 

modular design. The FX2 delivers efficiency through shared power, cooling, networking, and management, as 

well as PCIe expansion slots and I/O  module options that enable DAS, SAN or NAS storage.  

New t echnologies   

Table 23 lists new technologies on the  PowerEdge FC630.  

 New technologies  Table 23.

New technologies  Detailed description s 

Intel Xeon processor  
E5-2600 v3 product 
famil y  

This new family of Intel processors has embedded PCIe lanes for improved I/O 

performance. See the  Processor section for details.  

Intel C610 series  
chipset  

The Intel Platform Controller Hub (PCH) chip is used  on the FC630. 

2133MT/s DDR4 
memory  

Certain models of E5 - 2600 v3 series processors support 2133MT/s memory. The 

FC630 supports  768GB (24 DIMM slots) up to 2133MT/s . See the Memory  section for 

details. 

Next -genera tion PERC  
The FC630 supports new PERC controller  cards with improved functionality and 

faster performance.  See the Storage section for details.  
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New technologies  Detailed description s 

PERC S130 
This new software RAID solution supports RAID 0, 1, 5 and 10 and supports a 

maximum of eight hot - plug SATA HDDs or SSDs. See the Storage section for details.  

iDRAC8 with Lifecycle 

Controller  

The new embedded system management solution for Dell servers features hardware 

and firmware inventory and alerting, in -  depth memory alerting, faster performance, 

a dedicated gigabit port and many more features. See the Dell OpenManage systems 

management  section for detail s 

iDRAC Direct  

The front USB port on  FC630 (marked with tool symbol) provides direct access to 

the iDRAC GUI via a laptop browser.  An A- to - A USB cable is required to use this 

feature. This port can also be used to upload xml configuration files to the iDRAC.  

Failsafe hypervisors  

The interna l dual SD module (IDSDM) enables Dell's unique Failsafe Virtualization 

architecture, ensuring uptime by providing failover capability for embedded 

hypervisors, such as VMware vSphere ESXi. 

Dell Fresh Air 2.0  

Dell has tested and validated select Dell Power Edge 13
th

 generation servers that 

operate at higher temperatures enabling you to reduce your hours of 

economization or even go chiller - less. See the Power, thermal and acoustics  section 

for details . 

12Gb/s SAS 

SAS- 3 doubles the i nterface bandwidth from the previous generation at 12Gb/s.  

SAS- 3 addresses signal quality through transmitter training, which gives one of  the 

pcacgtcp bctgacƋq icw glrcpamllcarq* grq NFW* rfc _`gjgrw rm kmbgdw rfc qcrrgleq of the 

rp_lqkgrrcp bctgacƋq NFW, 

6Gb/s SATA 

SATA 3.0 runs with a native transfer rate of 6Gb/s, and taking 8b/10b encoding  into 

account, the maximum uncoded transfer  rate is 4.8Gb/s (600MB/s). The theoretical 

burst throughput of SATA 3.0 is double that of SATA 2.0.  

Next -generation 

Express Flash dr ives 

Dell Express Flash PCIe solid- state drives provide fast performance without requiring 

processor resources or capturing DRAM. The FC630 supports  up to two  Express 

Flash drives.  

/,6Ǝ SSDs 
/,6Ǝ dmpk d_armp Q?R? QQBs provide a high spindle c ount  and fast cache layer for 

tiered storage applications . 

USB 3.0 
USB 3.0 can operate in both USB  2.0 speed and USB 3.0 speed modes. USB 3.0 

driver is required to control USB device in USB  3.0 speed mode.  

 

Specifications  

Table 24 summarizes the product features for the PowerEdge FC630 server node. For the latest information 

on supported features for the PowerEdge FX, visit Dell.com/PowerEdge . 

 Technical specifications  Table 24.

Feature  PowerEdge FC630 technical specification  

Form factor  Half- width ƈ supports up to 4 sleds per PowerEdge FX2 chassis 

http://www.dell.com/poweredge
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Feature  PowerEdge FC630 technical specification  

Processors 

Intel  Xeon processor E5- 2600 v3 product family  

Processor sockets: 2 

Cache: 2.5MB per core; core options: 4, 6, 8, 10, 12, 16, 18  

Chipset: Intel C610 series 

Memory
1
 

Up to 768GB (24 DIMM slots): 4GB/8GB/16GB/32GB DDR4 up to 

2133MT/s 

PCIe slots  Access to 2 x PCIe 3.0 (x8) expansion slots 

RAID controller  PERC S130 (SW RAID), PERC H330, PERC H730, PERC H730P 

Primary sto rage 

Hot -plug ha rd drive options:  

PowerEdge Express Flash NVMe PCIe SSD, SATA HDD/SSD or SAS 

HDD/SSD; Sn rm 6 v /,6Ǝ QQB mp 0 v 0,3Ǝ 

Power supplies  
Chassis level ƈ PowerEdge FX2 hot- plug PSU: 2000W or 1600W AC 

in 1+1 redundant or 2+0 non - redundant configurations  

Systems 

Management  

¶ FX uses Chassis Management Controller (CMC) to manage 
all resources (server nodes and shared infrastructure) in a 
single web console  

¶ OpenManage portfolio for FX supports local and remote 
management, consistent with other  

¶ PowerEdge products CMC  and iDRAC are available with 
either Enterprise or Express licensing to best suit specific 
management needs  

¶ Server nodes each contain proven iDRAC8 with Lifecycle 
Controller for agent - free, automated systems management  

Supported 

hypervisors   
Optional supp orted hypervisors: Citrix XenServer  

Operating systems  

Microsoft Windows Server 2008 R2 SP1, (includes Hyper - V) 

Microsoft Windows Server 2012  

Microsoft Windows Server 2012 R2 (includes Hyper - V) 

Novell SUSE Linux Enterprise Server 

Red Hat Enterprise Linux 

1
GB means 1 billion bytes and TB equals 1 trillion bytes; actual capacity varies with preloaded material and 

operating environment and will be less.  
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FC630 views and features 

 Inside the PowerEdge FC630 Figure 10.

 

1 Serial Peripheral Interface (rSPI) card 

2 PCIe mezzanine card connector (2)  

3 Network daughter card (bNDC)  

4 DIMM (24) 

5 Cooling shroud  

6 PERC H730P Slim card blank 

7 Hard- drive/SSD backplane 

8 Processor 2 

9 Processor 1 
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 Rear view of  the PowerEdge  FC630 Figure 11.

 
 

 Front view of the FC630 ƈ hard drive  configurations  Figure 12.

 

FX2 Chassis FC630 






































































